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ABSTRACT

Missing, inaccurate or poorly documented data in healthcare is often treated as a technical problem to be statistically resolved via imputation, deletion, or modeling assumptions about randomness. However, such inaccuracies relate to far more complex socioeconomic and geopolitical issues, rather than ‘errors of data entry’ to be ameliorated with statistical modelling techniques. We outline that what is really missing or inaccurate is the *context* in which the data is collected – and that only by understanding this context can we begin to prevent artificial-intelligence’s (AIs) amplification of misleading, decontextualizeddata. We critically examine how traditional modelling methods fail to account for the factors that influence what data gets recorded, and for whom. We show how AI systems trained on decontextualizeddata reinforce health inequities at scale. And we review recent literature on context-aware approaches to understanding data, that incorporate metadata, social determinants of health, fairness constraints, and participatory governance to build more ethical and representative systems. Our analysis urges the AI and healthcare communities to move beyond the traditional emphasis on statistical convenience, toward socially grounded and interdisciplinary strategies for handling decontextualizeddata.

AUTHOR SUMMARY:

Healthcare data that is missing, incomplete, or inaccurately documented is often treated as a technical problem to be solved with statistical methods. We emphasize that this perspective overlooks the real issue: the data has been stripped of its context. Missing, incomplete or inaccurate data (collectively termed *decontextualized data*) is not random; it is shaped by human decisions, social barriers, and systemic inequalities.

Decontextualized healthcare data becomes increasingly dangerous as the use of AI in healthcare proliferates. Models trained on decontextualized data learn existing distortions as if objective truths. Consequently, their predictions risk reinforcing the very inequities that caused the flawed data in the first place and exacerbating health disparities at scale.

We argue for a paradigm shift towards understanding why data becomes decontextualized. This requires a concerted effort between machine learning communities and domain experts who understand data context. It is only through this partnership that we can begin to build models that account for the complex realities embedded in decontextualized healthcare data that cannot be solved by sophisticated modelling techniques alone.

MANUSCRIPT

### Introduction

Statistical techniques to manage missing healthcare data like imputation and deletion have been extensively researched and applied for decades, on the premise that data is missing either completely at random (MCAR), at random (MAR), or not at random (MNAR) (1, 2). These techniques, however, ignore an incontrovertible truth about missing healthcare data: that it is essentially *never* missing at random. What is really missing is an understanding of the *context* of the data. Rather than representing an empty cell to be imputed, deleted, or filled for better statistical model performance, missing healthcare data is the result of long-standing, intertwining geopolitical and socio-economic complexities, which demand far more nuanced and insightful approaches than those currently used if we are to meaningfully interpret them.

When approaching missing data in healthcare, statistical methods rarely appreciate how the data came about – how data was collected (or not collected) and by whom, the socio-economic policies or habits facilitating data collection (or not), the devices used to capture certain data signals (or mis-capture/not capture signals), and how final datasets are curated and made available for analysis (3).

Data may be missing because of socioeconomic barriers to documentation. For instance, in intensive care units (ICU), overnight blood sugar level (BSL) data may not be documented due to language discordance between staff and patient, necessitating an overnight interpreter and extra work – it’s easier to let the non-English speaking patient sleep without checking their BSL, rather than wake them and concurrently find a translator (4). Similarly, overnight bed-ulcer status might not be documented because a patient is too obese to roll with skeleton night staff, so it’s decided to wait till the morning. These data aren’t just ‘missing’; they’re the result of nocive social barriers prohibiting data collection.

Recorded data may be so inaccurate that real underlying information is cloaked by the erroneous reading. For instance, pulse oximetry data is much more inaccurate for patients with heavily pigmented skin (5), with falsely-high readings leading to systemic under-treatment and worse outcomes (6). Again, missing data context and subsequent inaccuracy here is not random, but indicative of inequalities in who equipment calibration and data collection has been optimized for (non-pigmented patients) versus who data is being collected from, in a clinical setting.

Data may not even make it to the point of collection in the first place – a form of ‘invisible’ missing data. Black patients suffering out of hospital cardiac arrest (OOHCA) are less likely to be resuscitated and subsequently transported to a medical facility (7), making their data less likely to be captured. Aboriginal & Torres Strait Islander Australians (hereafter Indigenous Australians) are more likely to self-discharge from ICU against medical advice, similarly making their critical illness data impossible to capture in the first place (8). And female patients are known to be more likely to have acute coronary syndrome (ACS) misdiagnosed by male physicians (9), making subsequent cardiovascular data less likely to be recorded.

When AI models are built with decontextualized data, they absorb these blind spots to generate flawed predictions at scale: the well described “garbage in, garbage out” AI phenomenon (10). While statistical methods that more accurately address contextual complexities embedded in data may exist, they cannot be developed by those who do not understand the data context at all points in the pipeline, from collection, documentation, curation, storage and distribution (3). Current statistical modelling methods to handle missing, inaccurate, and poorly recorded data (hereafter referred to collectively as ‘decontextualized data’) dismiss the context dictating why it is flawed and seek only to improve model accuracy parameters. Machine Learning communities working in isolation lack an understanding of the geopolitical and socio-economic context of such missing data, and are unable to develop such statistical tools alone. Without this understanding, gaping contextual cavities in data will continue to exist, posing most risk to those who’s data is most contextually-flawed – historically those already disadvantaged by current healthcare structures (11).

This paper is a call to collaborative action between those who understand data context and those developing statistical techniques to resolve decontextualizeddata. We propose solutions and methodological improvements for tackling decontextualizeddata so that we might stand a chance at developing insightful methods to minimize its impact on already marginalized populations.

### Rethinking Missing Data: The Importance of Context and Critique of Traditional Approaches

Understanding mechanisms that perpetuate decontextualizeddatarequires examining the structural factors underlying data collection. The data lifecycle can be divided into different pipeline stages, to the point of acquisition and use by statisticians, to help highlight geopolitical and socio-economical contextual issues.

1. Data Availability: Historically Disadvantaged Populations are Less Likely to Have Their Data Collected – ‘Invisible’ Missingness Contextualization.

Healthcare data may be unavailable to document in the first place, a form of ‘invisible’ missing data. This data is traditionally representative of patients from lower socioeconomic backgrounds, racial or ethnic minority groups, or communities with fragmented healthcare services across multiple regions. These are the populations whose healthcare stands most to gain by the sensitive use of AI, but will conversely become relatively more disadvantaged without adequate contextual understanding of their healthcare data.

The health-related disadvantage of Indigenous Australians is extensively described, with substantially higher rates of chronic disease and difficulty accessing primary or tertiary healthcare (12-16). Self-discharge rates against medical advice for Indigenous Australians are the highest in the world (17); indeed, they’re almost four-times more likely to self-discharge during an ICU admission than non-Indigenous Australians (8). Whilst the reasons for self-discharge are complex, they likely reflect an unfavorable perception of the unfamiliar hospital environment, perceived differences in care, institutionalized racism and/or communication barriers (8, 18, 19). Those who self-discharge against medical advice have almost 50% higher 8-year mortality compared to those who do not self-discharge against medical advice (adjusted hazard ratio 1.46; 95% confidence interval 1.01–2.1) (8). Despite being a particularly high-risk group, healthcare data for patients who self-discharge against medical advice becomes impossible to document, and its omission from morbidity/mortality prediction models means actual predictions underestimate how unwell these patients are.

‘Invisible’ missing data similarly applies to Black patients suffering OOHCA in the United States (US). Black patients experience significantly higher rates of OOHCA than White patients (20) and in rural US settings are up to five times less likely to survive OOHCA compared to patients living in more affluent areas of the country (21). Survival discrepancies following OOHCA are *not* due to biological variation between Black vs White patients – but contextual factors: lower likelihood of OOHCA being witnessed by bystanders, lower likelihood of bystander cardiopulmonary resuscitation if witnessed, lower availability of automatic electronic defibrillators, longer Emergency Response Service times and lower likelihood of early advanced airway management upon their arrival (7); leading to lower rates of hospitalization after OOHCA. Further, those that do make it to hospital are less likely to receive urgent interventions correlated with survival, like targeted temperature management, coronary angiogram or cardiac catheterization due to variability in hospital capabilities (i.e., 24/7 cardiac catheter labs) and standardized post-arrest pathways (7, 21) – further contextualizing why survival rates are poorer. Decontextualized data used to train models to predict survival after OOHCA for Black patients omit the data for those who did not make it in the first place, and for those who do, may erroneously predict substantially higher risk of mortality attributed toward their race, rather than the context of where data was collected i.e., in lower capability healthcare settings. Without un understanding this context, lifesaving interventions may be withdrawn earlier on the assumption that their outcome will be poor due to their race.

When certain populations are systematically underrepresented in datasets, such as Indigenous Australians or Black patients in the US, predictive models can also underestimate future healthcare needs. By failing to understand the data context, models misinterpret that relatively lower historical healthcare expenditure (which is actually due to relatively under-reported healthcare data) equates to lower future healthcare needs than are actually required – as has been demonstrated by Obermeyer et al (22).

1. Data Collection and Documentation: Incomplete, Inaccurate or Misleading Documentation due to Clinician Discretion or Workforce Variability – Clinical Environment Contextualization.

Even when recorded, data is often incomplete, inconsistent or misleading due to contextual conditions under which measurements are recorded. For example, the frequency of BSL measurements in ICU varies between patients depending on physician judgement, anxiety, and perceived risk of hypoglycaemia. When patients are perceived by clinicians as more at risk of hypoglycaemia, possibly due to clinician anxiety or perceived (rather than actual) risk, they are more likely to have more frequent BSL measurements. A recent review of the MIMIC-IV dataset analyzing almost 25,000 patients suggested as much, demonstrating that Black and Hispanic patients underwent BSL measurements 6% and 11% more frequently than White patients respectively, even when fully adjusted for illness severity and comorbidities (95% incidence rate ratio confidence intervals 1.01-1.12, and 1.01-1.21, respectively) (23). When context is ignored, spurious conclusions may be drawn i.e., that frequent BSL monitoring is linked to higher illness severity and poorer outcomes, when in reality the reverse causal direction is true, and may actually be more reflective of perceived risk of illness severity and BSL fluctuation, or clinician anxiety (23).

Staffing and shift models in ICU also affect documentation. Workflow interruptions (i.e., staff handover and shift changes) (23) and language barriers (i.e., language discordance between nursing staff and patients) make BSL recording less likely during those periods (4). The same publication using MIMIC IV data demonstrated that English-speaking patients are 8% more likely to have BSL measurements taken in US ICU’s vs non-English speaking patients (95% incidence rate ratio confidence intervals 1.01-1.15), possibly because they’re more likely to “speak up” without language discordance barriers (23). When such decontextualized data is analyzed, conclusions that certain patients had more frequent readings due to higher illness severity (rather than language concordance) are likely to be drawn. This is additionally concerning, given that more frequent BSL monitoring is associated with lower BSL fluctuations, hospital morbidity/mortality, and shorter length of stay (24-27), compounded further by the well-documented higher ICU mortality for non-English speaking patients without interpreters present, independent of frequency of BSL measurements (28, 29).

1. Data Saving and Storage: Understanding the Context Behind the Capacity for Consistent, Comprehensive Data Storage.

Understanding the context of variation in data storage capacities between healthcare facilities is equally critical. The availability of extensive datasets and significant computational power is an essential precursor to building robust, equitable models (11). Regional and institutional disparity means those with advanced technological infrastructure and large-scale data storage capabilities, such as affluent regions of the US (home to over 40% of the world’s databases alone), are overrepresented in the data used to train predictive models (11). Consequently, while models may perform well in environments where data originated, like the US, they lack generalizability and could perpetuate healthcare inequities when applied to populations from data-poor regions, like the Global South (30). Even within affluent, data rich areas with large-scale data storage capacity like the US, socially, ethnically or racially marginalized groups are more likely to have fragmented care across multiple institutions, and lower internet access/literacy preventing the use of online portals and patient-reported outcomes (31). This worsens scattered, incomplete data documentation for already-marginalized groups within affluent regions, similarly making model findings less generalizable to them. Ignoring the context of data provenance, and limitations imposed by heterogeneous data storage capacities poses further risk to model bias.

1. How Current Statistical Approaches Fail to Recognize Healthcare Data Context.

Most machine learning pipelines continue to rely on traditional statistical approaches focused solely on data completion. Techniques such as mean, median, and mode imputation; k-nearest neighbors (KNN); regression-based methods; forward and backward filling; interpolation; multiple imputation (including MICE); and model-based techniques like Kalman filters and mixed-effects models remain widespread (32-34). These methods, while mathematically sound, fall short in addressing contextual truths embedded in data. They typically assume that missingness can be explained within the data itself, often under the MAR or MCAR paradigms, assumptions that are not only overly optimistic but frequently invalid, ignoring the interplay of socioeconomic and geopolitical factors influencing missing data as described above.

For example, KNN and regression imputation assume similarity or linearity, which fails in marginalized or underrepresented populations where data is systematically lacking. Techniques like multiple imputation may provide robustness but are computationally intensive and still rely on the flawed assumption that missingness is ignorable if modeled well enough. These approaches prioritize statistical completeness over epistemological clarity. They risk creating an illusion of data integrity while masking the very structural barriers that created the missingness in the first place. Without this awareness of the importance of data context, algorithmic outputs risk reproducing the very inequities they seek to mitigate.

1. Epistemology: Acknowledging Our Own Limitations.

Recognizing missing context requires epistemic humility: acknowledgment that our understanding of data is shaped and limited by our own individual experiences and exposures. Data analysis often proceeds as though those interpreting the data possess full knowledge of its origins. Before any exploratory analysis begins, those responsible for data analysis and modelling i.e., the machine learning community must ask “how did this data come about?”; acknowledging that the social and structural conditions surrounding data generation are as important as the data itself.

### Context-Aware Solutions: Moving Beyond Traditional Paradigms, Toward Context-Aware Strategies to Promote Equity, Transparency and Accountability in AI.

While prior sections have laid a comprehensive foundation on the socio-political dimensions of missing data, it is imperative that we extend the conversation toward actionable, technologically informed, and ethically conscious approaches rooted in context-aware design.

1. Context-Enriched Metadata Collection and System Design

Research in context-aware computing and ambient intelligence has shown that capturing metadata dynamically, in real-time and across varying environmental and social conditions, yields more accurate and equitable data representations (35, 36). To move beyond decontextualized variables, data systems must routinely record situational factors such as time, location, language spoken, personnel present, and institutional pressure points like understaffing during night shifts (37, 38). Equally important is the documentation of those collecting the data. The training, cultural background, and experience of healthcare workers can introduce latent biases into the dataset, biases that remain invisible unless explicitly recorded and analyzed (37, 39). Addressing these sources of error begins with workforce preparedness: training programs that incorporate cultural competency, linguistic sensitivity, and bias mitigation have been shown to improve data fidelity across diverse populations (11). Metadata frameworks must also capture environmental and temporal variables, including day of the week, shift time, and geographic setting, which can significantly affect the quality and interpretation of physiological data. For instance, studies have shown that readings collected during emergency situations can vary widely depending on time and contextual stressors (22, 40) i.e., more frequent BSL measurements during a period of clinical instability for an ICU patient, as discussed in section 2 (23). Without this context, such variability risks being misinterpreted as clinical noise rather than a reflection of underlying system dynamics.

1. Embedding Social Determinants in Imputation and Machine Learning Pipelines

To address the limitations of traditional approaches, context-aware imputation strategies must move beyond purely statistical assumptions about randomness. Standard methods often ignore the social structures that drive missingness or inaccuracy. For example, if blood pressure measurements are systematically absent for rural women due to gendered norms around medical visits, filling those gaps with population averages risks introducing epistemic violence, further marginalizing the very groups already underserved (41, 42). Instead, imputation models must explicitly incorporate the social and infrastructural factors shaping data collection. Multi-level models that account for gender, region, language, and infrastructure variability offer a more grounded approach to estimating missing values (43, 44). These models can be further strengthened through ensemble techniques that combine stratified imputation, hierarchical modeling, and institutional metadata weighting, together enabling more robust and context-sensitive estimations (45, 46). In parallel, generative modeling methods can benefit from contextual inputs as well. Including attributes such as primary language, insurance status, and socio-economic indicators has shown promise in improving the quality of synthetic data while minimizing the risk of reproducing and amplifying existing biases (47, 48).

1. Fairness Through Architectural Alignment

Fairness in machine learning cannot be retrofitted; it must be embedded into system design from the outset. While techniques like adversarial debiasing, a method designed to mitigate unwanted biases in machine learning models by leveraging adversarial learning techniques, offer promise – their effectiveness depends on being guided by domain-specific fairness constraints i.e., fairness definitions that make sense for clinical decision-making. In healthcare, this requires nuanced trade-offs, such as balancing demographic parity with clinical urgency to ensure that fairness metrics do not come at the expense of patient safety – to avoid an algorithm treating everyone identically, at the risk of one who needs more urgent care (22, 45). Crucially, fairness is not universal; it is context-dependent. What constitutes a fair outcome in urban Canada may diverge significantly from what is considered fair in rural Morocco. Cultural norms, resource availability, and local health priorities must inform how fairness is defined and operationalized (49). Designing for fairness also requires transparency. Model explainability layers that incorporate contextual attributes can help users and stakeholders understand how predictions are made and where potential biases may arise. This is especially critical in historically under-represented communities like the Global South, Black, and Indigenous populations, which often experience data extraction without benefit – like the well described “parachute research” phenomenon where data is taken from these communities for the benefit of more economically-developed, data-rich countries and populations – creating an erosion of trust in technological systems (3, 39, 50).

1. Federated and Participatory Frameworks for Ethical Generalization

Federated learning offers a solution to the persistent tension between data privacy and model generalization. In federated learning, models are trained across decentralized data sources, such as hospitals or clinics, without transferring the underlying data. Instead, only model updates are shared and aggregated, allowing institutions to retain control over their data while still contributing to a collective, robust algorithm (51). When carefully tuned to respect institutional context, federated models can improve generalizability across diverse settings without compromising patient confidentiality. To make this collaboration possible, shared ontologies and documentation standards are essential. Ontologies provide a structured way to define and relate concepts, such as symptoms, diagnoses, or treatment protocols, ensuring that data from different sources can be interpreted consistently. Without such alignment, semantic mismatches across institutions can undermine the integrity of cross-institutional learning (52). Moreover, the inclusion of patients and community actors in data governance, via participatory design or data stewardship councils, can redirect the power dynamics behind health data use (53). Tools like data trust scorecards and consent granularity interfaces should be implemented to uphold data agency, especially for historically underserved populations. Indigenous Data Sovereignty movements offer transformative models through CARE Principles (Collective benefit, Authority to control, Responsibility, Ethics) (54). Evidence shows Indigenous-controlled initiatives achieve more accurate and complete data (55), better health outcomes through culturally appropriate data use (56), increased community participation (57), and high response rates (~90%) under OCAP principles (58).

1. Rethinking Risk, Accountability, and Regulation

The path to ethical and effective context-aware systems is paved with regulatory foresight. Initiatives such as the CONSORT-AI guidelines underscore the need for clinical and technical stakeholders to co-develop auditing criteria for AI models (59). Institutions should implement dynamic audit trails, bias impact logs, and socio-technical risk registries that evolve with the data landscape. Differential privacy techniques can further support these efforts, enabling secure sharing of metadata about missingness without compromising patient confidentiality (38, 60). Risk assessment frameworks should incorporate not only statistical risks but also social harms related to representational imbalance and demographic exclusion (61, 62). To achieve sustainable reform, missing data handling must be repositioned not as a peripheral statistical problem, but as a core ethical design concern – one that reflects our commitment to justice, representation, and responsible technology (61, 63).

1. Institutional Incentives, Open-Source Ecosystems, and Pilot Integration

A frequently overlooked dimension of implementation is the incentive structure required to make context-aware data practices viable. Institutions should align incentives with outcomes that reward improved equity, documentation quality, and bias reduction (64, 65). These could include accreditation credits, targeted funding opportunities, or increased research visibility tied to transparent data stewardship and inclusive design. Scaling context-aware practices also depends on accessible and adaptable technical infrastructure. Open-source machine learning libraries, such as TensorFlow and PyTorch, which are widely used for building deep learning models, and scikit-learn, a foundational library for classical machine learning tasks, offer flexible frameworks for experimentation and deployment. These tools, when extended with plug-ins or modules that support context tracking and metadata capture, can lower the barriers to implementing fairness-aware and provenance-conscious models across healthcare systems (66). Similarly, cloud-based healthcare APIs can be pre-configured to support compliance requirements and automatically log contextual variables such as collection setting, practitioner role, or equipment used (51).

Pilot programs, small-scale, controlled deployments of new tools or approaches, remain a critical lever for institutional change. Rather than pursuing broad, unfocused implementation, targeted pilots should concentrate on data pipelines that are known to concentrate bias and inequality, such as emergency room triage, algorithmic risk scoring, or diagnostic tools reliant on language fluency. These high-stakes, bias-prone settings provide an opportunity to test the real-world benefits of context-aware strategies, evaluate their effectiveness, and build institutional trust. Demonstrating tangible improvements in these contexts can catalyze broader policy support and system-wide adoption (67). Comprehensive quality improvement programs achieved remarkable results, with one hospital improving data quality scores from 41% to 77% in three months, reaching 80% thereafter (68). Successful interventions included data quality reporting and personalized feedback (61%), IT-related solutions (54%), and comprehensive training (44%) (69).

1. Cross-Industry Implementation Models

Healthcare's endemic data quality failures, ranking among the worst-performing sectors for completeness, demand systematic adoption of proven cross-industry methodologies (70).

Manufacturing's Quality 4.0 offers real-time frameworks through automated sensor networks with real-time data ‘detection and correction’ capabilities (71), predictive maintenance systems that proactively identify data quality issues, and machine learning integration with traditional quality management which could be used for continuously monitoring patient data in clinical healthcare environments (72, 73). Financial sector approaches provide Principal Component Analysis (PCA) for dimensionality reduction in missing data scenarios, cross-sectional and time-series hybrid models outperforming traditional imputation methods, and automated fraud detection systems handling missing data patterns in real-time, which may equally have applicability in clinical data management. (74, 75). Aviation's safety-first management achieved 60% reduction in safety-related incidents through integrated reservation, flight management, customer relationship, and operational systems with predictive maintenance reducing downtime by 40% (73, 76). Technology's IoT sector revolutionized quality through automated validation systems identifying low-quality data immediately, edge computing processing data locally before transmission, and machine learning for predictive data quality assessment (58, 71, 77).

### Conclusion

No amount of algorithmic refinement or sophisticated modelling techniques can compensate for datasets that fundamentally fail to capture the context of their own creation. Throughout this paper, we have examined the structural, epistemic, and algorithmic dimensions of decontextualized data, emphasizing that as AI becomes more deeply embedded in clinical decision-making, the risks of training models on such data grow increasingly urgent.

Rather than aiming for mathematical accuracy, we must foster a paradigm shift that moves toward deep, interdisciplinary collaboration. We must recognize missing, incomplete and inaccurate data not as a statistical nuisance, but an ethical and systemic signal. This requires a concerted effort between the machine learning community and domain experts; clinicians, healthcare workers, and community representatives, who understand data context. It is only through this partnership that we can begin to build models that account for the complex realities and what data is trying to communicate.

Ultimately, we must reimagine AI systems not simply as tools of optimization, but as opportunities for repair, systems that do not obscure what is decontextualized, but illuminate it, giving voice to those historically left out, and shaping a more equitable and accountable future.
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